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Abstract
The documentation of cultural heritage objects requires a special approach, as does the collection of materials describing amonument over a period of time. With the development of measurement and information technologies, such documentation canbe supplemented by a digital model of the object, a 3D visualization in a computer environment, or a miniature, scaled 3D printout.This paper presents a methodology for developing the 3D documentation of the Monument to the Polish Diaspora Bond with theHomeland, a sculpture located in Koszalin, Poland. In the study, terrestrial laser scanning supplemented with photos was used fornon-invasive measurements, and existing free software was used to generate a 3D model. The results of the study can supplementthe technical documentation of an object so as to preserve its characteristic features and ease the conservation of monuments. Theproposed approach to modelling 3D monuments can be used to create HBIM documentation.
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1 Introduction

Three-dimensional modelling of architectural structures for moni-toring, conservation, and restoration alterations in cultural heritageobjects has special challenges for data acquisition and processing.In many cases, because of the complexity of the structures, 3D mod-elling can be time-consuming and may include some difficulties.Laser scanning technology, due to its accuracy, speed, and flexibil-ity, is a reliable and advantageous technology for the reconstructionand conservation of monuments. Laser scanning can be used for the3D documentation of cultural heritage for the future (Nowak et al.,2020; Temizer et al., 2013). Most often, terrestrial laser scanning(TLS), unmanned aerial vehicle laser scanning, or mobile laserscanning are used for this purpose (Klapa and Gawronek, 2022;Rodríguez-Gonzálvez et al., 2017; Xu et al., 2014; Yan et al., 2010).TLS is a very efficient data collecting tool and it was the first remoteand non-invasive surveying technique. However, for hard-to-reachplaces or to increase the detail of measurements in characteristic

places of an object, laser scanning can be performed using smart-phones or a tablet with a LiDAR sensor (Murtiyoso et al., 2021; Shihand Chen, 2020; Teppati Losè et al., 2022). In addition to laserscanning, technologies based on a series of photos taken, which,after processing, create a 3D model, can be used (Bocheńska et al.,2019; Kadhim et al., 2023). Conventional approaches to building3D models typically rely on detecting, matching, and triangulatinglocal image features (e.g., patches, superpixels, edges, and SIFTfeatures) (Zheng et al., 2020). Another technique of data acquisi-tion used to record the geometry of historical monuments in theform of a textured 3D point cloud is structure from motion (SfM)photogrammetry (Al Khalil, 2020).Selecting the method for obtaining data about an object dependsprimarily on the object’s size, structure, and accessibility. Monu-ments located in the field without curtains (such as bushes) thatare quite high and have complex shapes are best measured usingTLS. More data about cultural heritage objects are obtained in orderto build historic building information modelling (HBIM). HBIM is
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a technology that documents and analyses 3D model informationfor reverse engineering using laser scan and image survey data forbuildings with heritage value (Sammartano et al., 2023; Youn et al.,2021). TLS point cloud can be a source of data for analysing thecondition of the structure of a historic building and examining theverticality of the elements, the shape, and the structure of exist-ing deformations. Interpretation of the intensity of a laser beamreflection allows for research on the condition of a structure andthe type and degree of wear of the materials from which a mon-ument was made. The sensitivity of this parameter to the colour,roughness, and humidity of a scanned surface allows for in-depthanalyses, including, for example, detecting moisture (Suchockiet al., 2020b; Tan et al., 2016). Additional information about thetype of materials is also provided by the texture seen in photos. Themapping of the point cloud in the RGB colour space facilitates thedata interpretation and visual assessment of the material’s condi-tion in terms of damage. The high resolution of an obtained pointcloud allows for the precise detection of existing cavities and cracksand assessment of their sizes (Suchocki et al., 2020a, 2021). Aftermodelling measured losses, it is possible to calculate their volumes,measure the widths of the cracks, and determine their internalstructures. Therefore, the process of conducting 3D modelling of anobject is important not only for the reconstruction of the object andcreating documentation, but also for the purposes of analysing andmaintaining the monument. Modelling methods must take intoaccount the complexity of a monument that arises from its shapeand architectural elements and the number of these elements re-quired to create a given monument (Mistretta et al., 2019). A prop-erly prepared model can be 3D-printed for presentation purposes(Neumüller et al., 2014; Wabiński and Mościcka, 2019). It shouldbe noted that the virtual representation of heritage and the produc-tion of 3D printouts are very useful and make the process highlyinteractive. Three-dimensional printing technology is constantlybeing developed and is becoming more accessible and cheaper.This paper presents the TLS measurement procedure and re-lated data processing for the purpose of inventorying a historicsculpture in the context of preparing a 3D model for visualisationin software and 3D printing. In order to improve the final qualityof realistic visualisation of the 3D digital model on a monitor builtfrom TLS data, the RGB data for texturing was taken with an ex-ternal high-resolution digital camera. Typically, researchers usecommercial software for such data processing. Using open-sourcesoftware allows for cost-free data post-processing. The main aimof this research was a case study of the documentation of the Mon-ument to the Polish Diaspora Bond with the Homeland using TLStechnology and free software.

2 Researchmethodology

A methodology for obtaining and processing data from TLS mea-surements was proposed in order to build a 3D sculpture model. The3D model can be used to create a faithful copy of a sculpture using3D printing technology. The methodology consists of a sequence ofstages according to the scheme shown in Figure 1.Stage 1 (data acquisition) deals with measurement planning anddepends on the tested sculpture and the TLS used. It should benoted that two different types of TLS can be used in monumentdocumentation: time-of-flight (TOF) scanners and phase-shift(PS) scanners (Guidi, 2014). These scanners are typically character-ized by different speeds of data acquisition, measurement ranges,and accuracy of distance measurement. TOF scanners have a largermeasurement range but acquire data over a longer time with loweraccuracy compared to PS scanners. Scan resolution is one of themost important parameters and should be adjusted according tothe complexity of the sculpture. For sculptures with small details,the scanning resolution should be increased, but it’s importantto remember that this will also increase the measurement time.

Figure 1. The main stages of the proposed methodology

The minimum number of scanning positions should be defined toensure full coverage of the inventoried sculpture. Typically, fourmeasuring stations are sufficient. Increasing the number of scan-ning positions can provide useful information, but it can also resultin the redundancy of the point clouds. In addition, an optimumdistance between the scanner and the sculpture should be chosen.Some scanner manufacturers additionally equip TLS equipmentwith a telescope tripod, which allows for scanning at heights of upto 4.50 m (see Appendix A). This option is very useful for measuringtall sculptures at close range or taking measurements of the top of asculpture. During the measurements, it is necessary to decide howthe point clouds will be registered in one coordinate system in thepre-processing stage. Cloud-to-cloud and plane-to-plane methodsare the typically used approaches, and they can additionally be usedwhere special artificial targets are the common points of the pointclouds in the registration process (Cheng et al., 2018; Favre et al.,2021).When obtaining data for 3D modelling purposes, setting theappropriate scanning resolution is a key element. The scanningresolution should depend on the detail and diversity of the sculp-ture’s surface. It should be noted that an increase in the scanningresolution may result in data redundancy and increase the scan-ning time. In addition, the scanner can acquire RGB data using abuilt-in digital camera. In order to improve the quality of the RGBdata, a sequence of photos can optionally be taken with an externalhigh-resolution digital camera. Because of this, realistic and verygood quality texturing of the 3D model can be performed duringthe post-processing stage.Stage 2 (pre-processing of the datasets) includes the registrationof the point clouds in one coordinate system, point cloud filtrationfrom noise, generation of colour point clouds based on the RGBimages taken using TLS, and down-sampling the datasets. Reg-istration of the point clouds is usually completed automatically orsemi-automatically using dedicated software. Point cloud filteringremoves irrelevant and outlier observations based on various meth-ods including a range filter, an intensity filter, a single-pixel filter,a thin filter (Hui et al., 2019). The available data-filtering meth-ods depend on the software used, and this process is usually fullyautomated. Very often, point clouds at too high a resolution or over-lapping neighbouring point clouds will cause redundancy in thedataset of a monument’s surfaces. Datasets that are too large mayhinder the post-processing stage. In this case, down-sampling thepoint clouds is needed to optimize the dataset. Various approachesare known, such as the random method, the space method, the oc-tree method, the curvature method (Du and Zhuo, 2009; Mara andKrömker, 2017), the OptD method (Błaszczak-Bąk et al., 2022), theneighbourhoods methods (Lubis et al., 2020), and a method basedon the transformation of point clouds to regular voxels (Maturanaand Scherer, 2015; Wu et al., 2015). The random method performsa random dataset reduction, and in the space method, the user setsa minimal distance between two points. Other methods generallyreduce the point clouds on the flat surfaces while preserving thepoints on the differentiated surfaces. These approaches signifi-cantly reduce the datasets and do not result in a loss of importantinformation.Stage 3 (post-processing of the datasets) concerns the general3D modelling of a monument. This stage is the most complex and
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depends on many factors such as the available software used, themodelling approaches used, the complexity of the development,etc. The main tasks to be performed are the 3D reconstruction ofthe monument, RGB texturing, optimization of the 3D model, andpreparation of the 3D visualization. The authors encourage the useof free software, such as CloudCompare, Blender, Meshroom, Mesh-Lab, and many others. Each software has different capabilities, andit is often necessary to export and import models between them.The Poisson surface reconstruction method is frequently used for3D modelling and triangular mesh generation. RGB texturing of the3D model allows for a realistic visualization on the computer screen,closely resembling reality. It should be noted that TLS technologyacquires large datasets, providing detailed information about sculp-tures but also potentially causing data redundancy. Therefore, thereis often a need to optimize the point cloud by down-sampling pointclouds. Additionally, the final 3D model may become too complexfor further processing and should be simplified.Stage 4 (3D printing) concerns preparation of the 3D model forprinting. The 3D printer enables the creation of a physical scalereplica of a 3D model that has been previously produced by a com-puter. The existing types of commercial 3D printers differ not onlyin their technology and impression mode, but also in the type ofmaterials they use and in their physical-chemical features (Mon-tuori et al., 2020; Nezhadarya et al., 2020). Preparation of a modelfor 3D printing generally depends on the type of technology used bythe 3D printer (Shahrubudin et al., 2019), the type of materials used(Jandyal et al., 2022), and the technical properties of the printer.Often there is a need to reduce the detail of the 3D model or divideit into several parts because the printer’s range is too small.In the results section, an example from the study is presentedto reflect the above stage.

3 Results

The proposed methodology of 3D sculpture documentation by TLStechnology was tested on a real object. The research object, locatedat Polonia Square in Koszalin, Poland was a sculpture called theMonument to the Polish Diaspora Bond with the Homeland, alsocalled the Eagles’ Nest (https://polska-org.pl, 2023). By sculptorRomuald Grodzki, the four-sided sandstone pillar that narrowsdownwards was unveiled on 21 July 1976. Each face of the columnhas three vertical parts featuring bas-reliefs. The height of themonument is 7.61 m, and the width of its base is 0.90×0.90 m.In stage 1, measurements were made using the terrestrial laserscanner Z+F IMAGER 5016, using tripods for six targets. The mea-surements were taken from four TLS positions (four scans wereacquired). The height of the TLS was set at about 2.2 m, whichallowed the details of the monument to be recorded. At each TLSposition, the measurements were performed twice: at high resolu-tion for the entire scene (horizontal 360◦ and vertical 320◦) and atultra-high resolution, though only for the sculpture. The purposeof the first measurement at high resolution (a density of points of6.3 mm per 10 m) was to obtain data for the subsequent registra-tion of the point clouds using the targets and the plane-to-planemethod. It should be noted that the point clouds that do not belongto the relief and are useless for modelling are used to register thepoint clouds in one coordinate system. The purpose of the secondmeasurement was to obtain ultra-high resolution data only on thesculpture (a density of points of 1.6 mm per 10 m). Additionally, RGBdata was acquired through the scanner’s built-in digital camera.The effect of light on a sculpture, especially on a cloudy day, has asignificant impact on the quality of the photos taken automaticallyby a scanner. The quality of these photos is not always sufficientfor textures and visualizations. Therefore, a series of photos wastaken with manual settings using a Sony DSC-H300 digital cameraat the maximum available resolution (5152×3864).A photo of the research object and the locations of the measure-

Figure 2. Research object (the Monument to the Polish Diaspora Bondwith the Homeland) and measurement outline

Figure 3. Fitting the planes into a point cloud

ment stations (1 – 4) and targets (t1 – t6) are presented in Figure 2.During stage 2, the pre-processing was completed using Z+FLaser-Control software. The RGB colouring of the point clouds andthe data filtration from the noise were automatically performed.Next, the registration of the point clouds to one coordinate systemwas executed using a mixed approach (cloud-to-cloud, plane-to-plane, and targets). The choice of the point cloud registration ap-proach depends on the given measuring equipment, the type oftest object and the expected accuracy results. The process of regis-tering data obtained by TLS technology has been well described inmany publications (Cheng et al., 2018; Favre et al., 2021). Datasetregistration is usually an automated process in a dedicated pointcloud software. TLS position No. 4 was used as a reference block.Thus, the remaining point clouds were transformed to the localcoordinate system defined at position No. 4. An example of fittingthe planes into a point cloud is shown in Figure 3.Table 1 summarizes the results of the point cloud registration.According to the statistics contained therein, the standard devia-tion for the fitting of each point cloud was 0.5 mm. The averageregistration error was also equal to 0.5 mm .During the next step of stage 2, using CloudCompare 2.11.3 soft-ware, the point clouds were combined, and the monument was ex-tracted. The point clouds captured from the neighbouring TLS sta-tions were overlapped with each other, and thus, a down-samplingwas needed. The space method was used to reduce the dataset bysetting a minimum distance of 1 mm between two points. Thisallowed for the dataset to be reduced by 25% without a noticeableloss in quality.In stage 3, the Poisson method (Kazhdan et al., 2020), imple-mented by the Poisson Surface Reconstruction plugin and usingthe octree structure, was used for the 3D reconstruction. The re-
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Table 1. Adjusted translation parameters of the stations
No Station tx [m] ty [m] tz [m] σX [m] σY [m] σZ [m] σ3D [m]

1 Block_1 -12.253 -0.543 0.454 0.0003 0.0003 0.0003 0.00052 Block_2 -3.049 13.143 0.543 0.0003 0.0003 0.0003 0.00053 Block_3 -14.247 8.479 -0.444 0.0003 0.0003 0.0003 0.0005
Note: tx, ty, and tz are the offset vectors (shift vector of a given point cloud in relation to the reference pointcloud); σX, σY, and σZ the component standard deviations of the vectors; and σ3D is standard deviation of
the total fitting for √

σ2
X + σ2

Y + σ2
Z.

Figure 4. Visual comparison of 3D models of sculpture fragments fordifferent octree depths (left – octree depth of 10, and right –octree depth of 11)

sult of such modelling is the generation of a triangular mesh. Oncethe ‘normals’ were created, the key element was to set the ‘octreedepth’ parameter. The deeper the octree, the finer the result, but onthe other hand, with a deeper octree, more time and memory areneeded. Several tests were carried out to optimally set the ‘octreedepth’ parameter. The study assumed an octree depth of 11 becauseof the sufficient resulting detail. It can be observed in Figure 4.Octree depth selection must be determined on a case-by-case basis.The next step was the texturing of the 3D model. Texture gen-eration can be completed in two ways. The first is to extract RGBinformation from photos taken with a digital camera during scan-ning. The second approach is to obtain RGB information from aseries of photos taken manually with an external high-resolutiondigital camera. It should be noted that high-quality RGB data cansignificantly improve the realistic visualization of a 3D model ona computer screen. The second approach usually allows for muchbetter-quality photos to be taken, which provides a more realistictexture effect but requires additional work. Therefore, it was de-cided to use the second approach of multi-image photogrammetry(Balletti et al., 2016; McCarthy, 2014). During the research, 273 pho-tos were taken. Open-source Meshroom 2021.1.0 software was usedto generate a textured model (Ðurić et al., 2021). The distributionof the photos in relation to the sculpture is shown in Figure 5. Thequality of the photos taken has a significant impact on the textur-ing of the resulting 3D model. Therefore, the lighting conditions ofthe scene should be taken into account during the tests. It is alsorecommended to use a colour checker for white balance in order toachieve natural photo colours.The resulting model was saved as a set of files with the follow-ing extensions: *.obj (geometry data), *.mtl (material information),and five *.png files (textures). The model was imported to Cloud-Compare software. Two models were available in different coordi-nate systems: one built from point clouds (with high 3D accuracy)and the other created from a series of photos (with good RGB colourquality). This step of stage 3 is presented in Figure 6.The models were registered to one coordinate system using ini-tial fitting by common points and the ‘fine registration’ module.The reference model was the model created by the TLS point clouds.The RMS error was equal to 3.7 mm. Further texturing processeswere completed using open-source Blender 3.4 software. The tex-ture details were transferred from one model to the second usingthe Render Bake function in the Selected to Active mode. This func-tion is commonly used in the creation of realistic textures basedon the colour, lighting and shading information of a 3D model. In

Figure 5. Presentation of the position of the digital camera in relation tothe sculpture in the Meshroom 2021.1.0 software

Figure 6. Two models in different coordinate systems (on the left a 3Dmodel built from point cloud, on the right a 3D model builtfrom a series of photos)

this way, the good attributes of both models were combined. Thefinal 3D textured model in the blender window is shown in Figure 7.The 3D model contained 7 430 916 triangles, file size 1.1 GB, withresolution of the texture 8K (8192x8192 pix).The resulting model is of good quality and high detail, but dueto the very complex geometry (so-called high poly details), it couldbe difficult to use in real-time during a presentation. Therefore, thenext step was to simplify the mesh by reducing the number of tri-angles and vertices while maintaining a compromise between thedetail of the model and the desired performance (GharehTappehand Peng, 2021). The preparation of models of lower detail (so-called low poly details) allows for the implementation of the level ofdetail (LOD) technique. The LOD technique is based on displayingmodels with various details, depending on factors such as the ob-



| 5

Figure 7. The final 3D textured model created using Blender software

Figure 8. Comparison of the simplified models at different LOD levels(25.000%, 4.500%, 0.010%, 0.002%, and 0.001%)

ject’s size, speed, and distance from the observer (Heok and Daman,2004). Two methods were tested for the simplification of the 3Dmodel: topology optimization using Instant Meshes software (Liet al., 2021) and simplification based on the modifier in Decimatesoftware (Salwierz and Szymczyk, 2020). The reduction levels weremanually set to 25.000%, 4.500%, 0.010%, 0.002%, and 0.001%.The simplified 3D models are presented and compared in Figure 8.The numbers of triangles are described below each model.Based on a visual comparison of the obtained models, one cansee that the mesh from the automatic retopology in Instant Meshessoftware was more regular, which allowed for easier work and edit-ing. However, the Decimate modifier removed much more on theflat fragments and retained more detail in the more complex areas.The Decimate modifier is better for sculptures with very differ-ent areas and many details. Ultimately, a 25% reduced model wasused for 3D printing. The detail of this model was sufficient for 3Dprinting.During the last stage (stage 4), a modified Zonestar P802Qprinter with a working area of 220×220×100 mm was used. Theprinter used fused deposition modelling technology (FDM). PLAmaterial was used for printing. The height of the layers used for thetwo printed models was 0.2 mm. The working area of the printer

Figure 9. The 3D model (scale of 1:80)

Figure 10. The division of the model into parts using Blender software

only allowed for printing the sculpture at a scale of 1:80 (Figure 9).Repetier-Host V2.2.4 was used to convert the object into specificinstructions for the 3D printer. The final print was a general repre-sentation of the real object. The detail of the sculpture was signifi-cantly reduced compared to the 3D model due to the small size ofthe printed model and the limited resolution of the printer.The figurine at a scale of 1:80 was not fully satisfactory, and soit was decided to print another one at a scale of 1:20, whose height,including the base, was 37.1 cm. This exceeded almost four timesthe vertical range of the printer. Thus, it was necessary to virtuallydivide the 3D model into four parts using Blender software. Inorder to reduce the amount of material used (and thus shorten theprinting time) and facilitate the joining of the parts, holes were cutin the interior with a Boolean modifier (Salwierz and Szymczyk,2020) and small connectors were prepared. The division of themodel into parts to prepare for printing is presented in Figure 10.Next, the parts of the model were printed separately at a scale of 1:20.The finished model of the sculpture was assembled by placingconnectors between the parts of the monument, forcing the correctarrangement of the elements, and then gluing everything together.The final printed and merged 3D model is presented in Figure 11.The 1:20 scale model of the sculpture was characterized by sufficientdetail and accurately reflected the real object.It should be noted that the print quality of a 3D model also de-pends on the printer used. So, using a resin printer, for example, canimprove the final detail of the 3D model sculpture when comparedto a PLY printer.
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Figure 11. The 3D model (scale of 1:20)

4 Discussion and Conclusions

The proposed process of preparing the 3D documentation of themonument in the form of a 3D printout of the model allowed fora faithful reconstruction of the sculpture at an adapted scale. TLStechnology provided point clouds with sufficient resolution andaccuracy. However, it was necessary to optimize the processes ateach stage of processing due to the complex structure and detailof the object. This was mainly achieved by reducing the numberof input points in stage 2, optimizing the 3D model in stage 3, andconducting fragmentary preparation of the printout in stage 4.For stage 1 of the point cloud processing, Z+F LaserControl V9.2.2(commercial software that was added to the laser scanner) andCloudCompare V2.12 alpha (free software) were used. All stages(stages 2–4) of the proposed methodology based on 3D modellingwere performed using the free software, which should be consideredan advantage. In this regard, of particular use was the capability of-fered by the Blender, Meshroom, and CloudCompare software, andtheir use made it possible to produce a very geometrically accurateand consistent 3D model.The prepared 3D documentation of the Monument to the PolishDiaspora Bond with the Homeland in its 3D model printed formcould be a valuable tool for a modelling operator to correctly recon-struct architectural details. Different LODs can be used for printing,depending on the purpose of the development, while the modelpreserved in the form of a digital record serve as the basis for theHBIM. The process of texturing the TLS model using an externalRGB high-resolution digital camera is very good approach.The Instant Mesh technique is a method that aims to automat-ically generate a simplified mesh with an optimized topology. Itanalyses the input model and produces a new mesh with reducedpolygon count while preserving the overall shape and details asmuch as possible. An advantage of the Instant Mesh technique isa retention of shape and topology optimization and automation(because the process is automated, requiring minimal user input,making it convenient for quickly generating optimized meshes).Decimation, as implemented in software tools like Blender’s Deci-mate modifier, involves reducing the polygon count of a 3D modelby selectively removing vertices or triangles. The process allowsfor manual control over the level of simplification, as the user canadjust parameters to achieve the desired balance between complex-ity and quality. Advantages of the Decimate software technique areuser control over the reduction process, and localized reduction(Decimation tools often include options for preserving importantregions of the model while reducing complexity in less critical ar-eas).Based on our research the Decimate software technique providesmore user control, allowing for manual adjustment of the simplifi-cation process and making it versatile for a range of 3D applicationsthat require fine-tuning of complexity and performance trade-offs.It is recommended that less advanced users use the Instant Meshtechnique. 3D models built with this technique are easier to process

and view in real time on a computer screen.The proposed methodology for the TLS point cloud process-ing for 3D modelling can be used in the following ways: (a) for anumber of applications, such as 3D documentation, reconstruction,and education, and (b) for an efficient way to share informationand knowledge about architectural heritage for professional users,societies, and experts involved in decision-making processes con-cerning such objects.
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Appendix A

Technical characteristics of the terrestrial laser scanner and additional equipment:
The terrestrial laser scanner Z+F IMAGE 5016, telescope tripod with 3D safety adapter, six Z+F targets with special tripod were used to theresearch. During the measurement, the instrument was controlled using a Microsoft Surface Pro 6 tablet. The equipment was presented inthe photography.

The technical parameters Z+F Imager 5016 scannerLaser class 1Type of rangefinder Phase-ShiftType of wavelength InfraredMeasurement range 0.3 – 365 mRange resolution 0.1 mmLinearity error ±1 mm + 10 ppm/mData acquisition rate Max. 1.1 million pixel/sec.Beam diameter/ divergence ~ 3.5 mm @ 1m / ~ 0.3 mrad (1/e2, half angle)Angular resolution, vertically /horizontally 0.00026◦ (0.93 arcsec) / 0.00018◦ (0.65 arcsec
Vertical / Horizontal accuracy 0.004◦ (14.4 arcsec) rms / 0.004◦ (14.4 arcsec)rmsOperating temperature / Storagetemperature -10 ◦C . . . +45 ◦C / -20 ◦C . . . +50 ◦C

Field of view (h/v) 360◦ / 320◦

Additional sensors HDR camera, positioning system (barometer,acceleration sensor, gyroscope, compass, GPS)Ethernet link 1 GB EthernetData storage 128 GB SATAIntegrated control panel 5.7” touch screenScanner dimensions (w×d×h) 150×258×328 mmScanner weight 6.5 kg
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